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A B S T R A C T

Collaborative filtering is a widely used technique for providing personalized recommendations to users.
However, traditional collaborative filtering methods fail to consider the social connections between users.
The current study proposes a collaborative filtering recommendation framework that employs social networks
to generate more precise and pertinent recommendations. The framework is based on a modified version
of the user-based collaborative filtering algorithm, which computes user similarity based on their ratings and
social connections. The similarity measure is determined by a weighted combination of these two factors, with
the weights learned through an optimization process. The framework is evaluated using a dataset of movie
ratings and social connections between users. The findings reveal that the proposed approach outperforms
traditional collaborative filtering methods regarding recommendation accuracy and relevance. Moreover,
the framework can offer more diverse recommendations compared to traditional methods. In summary,
the proposed framework integrates social networks to enhance the accuracy and relevance of collaborative
filtering recommendations. The approach has various applications, including e-commerce, music, and movie
recommendation, and can potentially address the issues of cold-start and sparsity in collaborative filtering.
1. Introduction

In recent years, personalized recommendation systems have gained
significant attention due to their ability to provide users with tai-
lored recommendations based on their preferences and behavior (Ra-
jesh et al., 2019). Collaborative filtering is a popular method recom-
mendation systems use to provide personalized recommendations to
users (Shahbazi et al., 2020). Traditional collaborative filtering (CF)
methods rely solely on the similarity between users’ preferences, as
inferred from their past behaviors or ratings, to generate recommen-
dations (Paradarami et al., 2017). However, these methods ignore
the valuable information contained in social networks that connect
users. Social networks have become an essential part of our daily
lives, and the connections we form with others can reveal valuable
information about our preferences, interests, and behaviors (Priambodo
et al., 2019). Incorporating social network information into CF methods
can lead to more accurate and relevant recommendations. By utilizing
social connections, the recommendation system can leverage the im-
plicit feedback a user’s network of friends provides, such as their likes,
shares, and comments (Tahmasebi et al., 2021).
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The proposed framework of this research is based on a modified ver-
sion of the user-based CF algorithm (Shen et al., 2020). The similarity
between the users is calculated based on both ratings and social connec-
tions of the user, using a weighted combination of these two factors to
determine the similarity (Yao et al., 2018). The proposed framework
is evaluated using a dataset of movie ratings and social connections
between users and compares the performance with the traditional CF
methods (Li et al., 2019). The proposed framework has several potential
applications in various domains such as e-commerce, music, and movie
recommendation. One of the significant advantages of the framework
is its ability to address the cold-start problem and sparsity issues,
which are common challenges faced by recommendation systems. A
recommendation system is of three types: content-based, CF, and a
hybrid recommendation system which can be depicted in Fig. 1. Since
the focus of this research is a CF recommendation system (Chang et al.,
2016); therefore, it will be discussed in detail.

In addition to the specific literature review done on the CF tech-
nique, this research also contributes by presenting a recommendation
framework that utilizes social network information for the improve-
ment of the accuracy and diversity of recommendations made by CF
vailable online 4 September 2023
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Fig. 1. Overview of recommendation system.
algorithms. The objective is to overcome the sparsity issue that tradi-
tional CF methods have often faced by incorporating the preferences of
a user’s friends into the recommendation process. This research aims
to demonstrate that the proposed approach can lead to more accurate
and diverse recommendations for users and evaluate its effectiveness
through experiments and user studies.

The rest of the paper is organized as follows: Section 2 provides a
background study of the CF recommendation system. Section 3 presents
the proposed methodology for addressing various challenges in the
CF recommendation system. In Section 4, the results obtained from
the proposed model are discussed. Finally, Section 5, Concludes the
significance as well as the development of the CF recommendation
system for further research.

2. Collaborative filtering recommendation system

Collaborative filtering (CF) is a widely used technique in recom-
mendation systems that aims to provide users with personalized recom-
mendations based on their past behavior and preferences (Chang et al.,
2016). However, traditional CF methods have limitations, particularly
when it comes to dealing with the cold-start problem and sparsity
in the dataset (Shrestha & Yang, 2019). One approach to address
these issues is to incorporate social connections between users into
the CF algorithm. Social connections can provide additional informa-
tion about users, such as their interests, preferences, and behavior,
that can be used to enhance the recommendation accuracy and rele-
vance (Zhang et al., 2020). A study by Madani et al. (2019) proposed a
social CF algorithm that integrates the social network information into
the CF model. The algorithm utilized the social network structure to
calculate the similarity between users and provided more accurate rec-
ommendations compared to traditional CF algorithms. Similarly, Fan
et al. (2019) proposed a social recommendation framework that uti-
lizes both the user–item interaction and social network information to
make recommendations. The framework was evaluated on a dataset
of movie ratings and social network information and showed signifi-
cant improvements in recommendation accuracy and diversity. Another
approach to incorporating social information into recommendation
systems is through social tagging. Social tagging involves allowing users
to tag items with descriptive keywords or phrases, which can be used
to capture the user’s interests and preferences (Naseri et al., 2015). A
2

study in Huang (2019) proposed a social tagging-based recommenda-
tion method that integrates social tagging data into the CF algorithm.
The method showed promising results in improving recommendation
accuracy and alleviating the cold-start problem.

An in-depth explanation of the latent factor (LFM) model and its
current parameters, including matrix factorization, nonlinear matrix
factorization, and singular value decomposition (SVD), are the most
widely used recommendation approaches for the use of CF recommen-
dation systems (Zeng et al., 2017). Memory-based and model-based
techniques are both employed in classical cognitive facilitation, which
is a kind of CF technique (Zhang et al., 2021). The CF recommendation
system’s framework is depicted in Fig. 2.

2.1. Memory-based collaborative filtering

The memory-based CF method, which itself focused on the active
user’s object rating matrix, can be used to link people and items as
shown in Fig. 3. The method suggests highly-rated items for people
who are similar to the active user (Fessahaye et al., 2019). User
ratings are used to predict new items in a CF recommendation system
with no requirement for further data or data collection. User-based
CF and Object-based CF are the two categories of memory-based rec-
ommendation techniques that were utilized in Raza and Ding (2019).
Fig. 3 depicts an illustration of the relationship between user-based and
object-based cognitive flexibility.

2.1.1. User-based collaborative filtering
User-based CF, which is based on the premise that users who have

similar prior ratings should likewise have similar interests, is gaining
popularity and allows us to anticipate active user ratings that are
not tied to specific commodities by analyzing prior ratings (Koohi &
Kiani, 2021). The active user’s neighbors are identified based on the
comparison of the active user and other users, which is done before
identifying who the active user’s neighbors are. Until the neighbors of
the current user are decided, this process is repeated. The ratings that
an active user receives, in turn, are based on popular past information
from the same adjacent users, and the suggestion results are generated
based on the popular past information (Li et al., 2017).
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Fig. 2. Data flow in collaborative filtering recommendation system.
Fig. 3. Rationale of user and item-based collaborative filtering.
1. Calculating users similarity
The rating vector 𝑟𝑢 =

{

𝑟𝑢1, 𝑟𝑢2,… , 𝑟𝑢𝑛
}

, which reflects the user
𝑢 ratings in three dimensions, is extensively used in computer
science and is seen in the ratings of the user 𝑢. The degree to
which two users are similar can be determined by comparing the
ratings of their respective rating vectors. It has traditionally been
used to determine how closely users are related to one another
using the cosine similarities metric and the Pearson correlation
coefficient (PCC) (Koohi & Kiani, 2021). N-dimensional vectors
can be constructed from user ratings to represent their similarity,
and this can be used to determine how closely two users’ ratings
resemble each other. According to a common rule of thumb, the
more similar two items are, the smaller the angle between them
is calculated as in Koohi and Kiani (2021). Eq. (1) is used to
3

determine the cosine vector similarity between two vectors.

𝑠𝑖𝑚𝑢𝑣 = 𝑐𝑜𝑠(𝑟𝑢, 𝑟𝑣) =
𝑟𝑢.𝑟𝑣

‖

‖

𝑟𝑢‖‖2 × ‖

‖

𝑟𝑣‖‖2
=

∑

𝑖∈𝐼𝑢𝑣 𝑟𝑢𝑖, .𝑟𝑣𝑖
√

∑

𝑖∈𝐼𝑢 𝑟
2
𝑢𝑖

√

∑

𝑖∈𝐼𝑣 𝑟
2
𝑣𝑖

(1)

The variable 𝑠𝑖𝑚𝑢𝑣 and 𝑟𝑢 and 𝑟𝑣 represent the degree of sim-
ilarity between users 𝑢 and 𝑣 and the ratings vectors 𝑟⃗𝑢 and
𝑟⃗𝑣. A user’s rating on item I is represented by 𝑟𝑢𝑖, and the 2-
norms of that user’s rating are represented by ‖

‖

𝑟⃗𝑣‖‖2, and the
ratings of users 𝑢 and 𝑣 are represented by ‖

‖

𝑟⃗𝑢‖‖2, respectively (Li
et al., 2017). There are two sets of ratings here: 𝐼𝑢 and 𝐼𝑣, which
indicate the sets of objects for which both 𝑢 and 𝑣 provided
ratings. In this scenario, 𝐼𝑢 and 𝐼𝑣 represent the sets of items that
were given ratings by both 𝑢 and 𝑣. Completing the following
steps will result in the PCC (Li et al., 2017) and is calculated
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using Eq. (2).

𝑠𝑖𝑚𝑢𝑣 =

∑

𝑖∈𝐼𝑢𝑣 (𝑟𝑢𝑖 − 𝑟𝑢)(𝑟𝑣𝑖 − 𝑟𝑣)
√

∑

𝑖∈𝐼𝑢𝑣 (𝑟𝑢𝑖 − 𝑟𝑢)
√

∑

𝑖∈𝐼𝑢𝑣 (𝑟𝑣𝑖 − 𝑟𝑣)
(2)

whereas 𝑟̄𝑢 and 𝑟̄𝑣 represent the average ratings from 𝑢 and 𝑣.
2. Find out the nearest neighbor

Typically, one of two strategies is used to locate the nearest
neighbor: k-nearest neighbor or setting a threshold for the num-
ber of neighbors. Users that have the most in common with the
present user 𝑢 are considered to be his or their closest neighbors
if they are selected using the k-nearest neighbor method. Users
𝑣 are picked as one of the nearest neighbor current users in
circumstances where both active user 𝑢 and also the target user
𝑣 have a high degree of resemblance (De et al., 2020).

3. Determining rating predictions
It is the prediction of ratings and the display of a top-N sugges-
tion list. These are the two most essential methods of providing
recommendations to an active online user who is actively ex-
ploring the web (Manouselis et al., 2020). Following both, the
ratings on a new item 𝐼 from users who are most similar to the
active user 𝑢 must be predicted by both, based on the ratings on
the new item 𝐼 from users who are most similar to the active
user 𝑢 ratings on a new item 𝐼 . To obtain the predicted ratings,
the calculations given in Eq. (3) should be used.

𝑟̂𝑢𝑖 = 𝑟̄𝑢 +

∑

𝑣∈𝑁𝑢
𝑠𝑖𝑚𝑢𝑣(𝑟𝑣𝑖 − 𝑟̄𝑣)

∑

𝑣∈𝑁𝑢
|

|

𝑠𝑖𝑚𝑢𝑣
|

|

(3)

where 𝑁𝑢 shows the collection of users who are the same as user
𝑢. Some of the following circumstances may benefit from top-
N recommendations: In general, shopping portals and sites that
do not publish user ratings are good examples of this type of
web page design. The user may be interested in certain items,
and helpful data may be collected so that a matrix of user
items with each member having either 0 or 1 may be created
from the user’s feedback information (Mirjalili, 2016). Predicted
ratings are listed in decreasing order, with the top-N items being
recommended to users at the end of the modeling process, and
the predicted ratings are then sorted in decreasing order. Using
memory-based classification for binary data, in the feedback
matrix 𝑅, if the pair(𝑢, 𝑖) i.e user–item is recognized, 𝑟𝑢𝑖 = 1 and
if pair(𝑢, 𝑖) is not detected then 𝑟𝑢𝑖 = 0. This is why the cosine
vector similarity is determined using binary ratings, as given in
Eq. (4) (Moradi & Ahmadian, 2015).

𝑠𝑖𝑚𝑢𝑣 = 𝑐𝑜𝑠(𝑟𝑣, 𝑟𝑣) =

∑

𝑖∈𝐼𝑢𝑣 𝑟𝑢𝑖.𝑟𝑣𝑖
√

∑

𝑖∈𝐼𝑢 𝑟
2
𝑢𝑖

√

∑

𝑖∈𝐼𝑣 𝑟
2
𝑣𝑖

=
|

|

𝐼𝑢 ∩ 𝐼𝑣||
√

|

|

𝐼𝑢||
√

|

|

𝐼𝑣||
(4)

It is important to note that 𝐼𝑢 and 𝐼𝑣 show the collections of
objects observed by users 𝑣 and 𝑢.

2.1.2. Item-based collaborative filtering
CF recommendation system based on item follows the same three-

step process as the user-based CF recommendation system method.

1. Calculate item similarity using user–item rating
In statistical analysis, the PCC and the cosine vector are two of-
ten used metrics of item-to-item correlation. Eq. (5) given below
is used for the calculation of adjusted cosine vector method (De
et al., 2020).

𝑠𝑖𝑚𝑖𝑗 =

∑

𝑢∈𝑈𝑖𝑗
(𝑟𝑢𝑖 − 𝑟𝑢)(𝑟𝑢𝑗 − 𝑟𝑢)

√

∑

𝑢∈𝑈𝑖
(𝑟𝑢𝑖 − 𝑟𝑢)2

√

∑

𝑢∈𝑈𝑗
(𝑟𝑢𝑖 − 𝑟𝑢)2

(5)

A 𝑠𝑖𝑚𝑖𝑗 symbol indicates that two objects 𝑖 and 𝑗 are similar in
some way. Item 𝐼 was rated by the user groups 𝑈𝑖 and 𝑈𝑗 , while
item j was rated by the user group 𝑈𝑖𝑗 , which is the user group
rated by both items 𝑖 and 𝑗.
4

2. Find out the Nearest Neighbor
The user-based CF technique and the k-nearest neighbor strategy
are frequently used to calculate the nearest neighbors in a CF
system based on item strategies.

3. Determine rating predictions
To determine the rating prediction, the given Eq. (6) can be
used (Qian et al., 2018).

𝑟̂𝑢𝑖 = 𝑟̄𝑖 +

∑

𝑗𝜖𝑁𝑖
𝑆𝑖𝑚𝑖𝑗 (𝑟𝑢𝑗 − 𝑟𝑗 )

∑

𝑗𝜖𝑁𝑖
|

|

|

𝑠𝑖𝑚𝑖𝑗
|

|

|

(6)

where 𝑁𝑖 represents the item 𝑖 similar neighbors set.

.2. Model-based collaborative filtering

In addition to being simple to use, memory-based recommendation
ystems are also simple to understand. While a memory-based recom-
endation system is useful for applications with a high number of
sers and items, it is not ideal for all applications, it is not suitable
or applications with low user and item counts. As a result, the model-
ased recommendation system arrives later in this case, which may
llow us to avoid some of the more important drawbacks (Gong et al.,
018), which are listed below. Model-based recommendation systems
equire a pre-learning stage before producing a recommendation to
cquire the appropriate model parameters. A recommendation system
ased on a model may reliably predict user ratings in a relatively short
mount of time once the learning phase is completed after the learning
hase has been completed (Huang, 2019).

.2.1. Matrix factorization model
A large proportion of matrix factorization (MF) models makes use

f the latent feature model (LFM) (Wu et al., 2018). Even though
ome researchers have attempted to reduce the size of their databases,
atrix Factorization is the most successful option for dealing with the

roblem of high degrees of sparsity in the Research System database.
t is common practice to apply the latent Semantic Index (LSI) and
he Singular Value Decomposition (SVD) reduction method when em-
loying a model-based approach (Koohi & Kiani, 2021). To begin with,
e have a collection of U users and a collection of I-items. Let R be

he size of the matrix |𝑈 | × |𝐼| holding all of the user ratings for the
tems. By using this, the previously undiscovered characteristics will
e discovered (Raza & Ding, 2019). Our goal here is to construct two
atrices, one is𝑃 (|𝑈 | ×𝐾) , 𝑄 (|𝐼|), whose product is approximately

omparable to the R provided by the original matrix (Raza & Ding,
019) as shown in Eq. (7) given below.

≈ 𝑃𝑄𝑇 (7)

y creating a map between people and objects, matrix factorization
odels can create a combined latent factor space with dimension f,
here human interaction is represented as internal products (Chang
t al., 2016). Thus, each object I am associated with a 𝑞𝑖 Rf vector,
nd each user u is associated with an 𝑞𝑢 Rf vector, as shown in the
iagram below. I measure the good and negative aspects of 𝑞𝑖 for a
pecific thing by determining the extent to which the item possesses
hose positive and negative factors. Consequently, the dot product 𝑞𝑖𝑇 𝑝𝑢

that is produced encapsulates not just the interaction between user u
and the item I, but also the overall interest in the item’s attributes that
the users have. In this case, the estimate is calculated based on the user
𝑢 rating of item 𝐼 , which is denoted by the variable 𝑟𝑢𝑖 (Madani et al.,
2019) as in Eq. (8).

𝑟̂ = 𝑄𝑖𝑇 𝑃 (8)
𝑢𝑖 𝑢
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Fig. 4. An SVD matrix decomposition process (Huang, 2019).
2.2.2. Non-negative matrix factorization model
Non-negative matrix factorization (NMF or NNMF) and non-negative

matrix measurement (NMM or NNMM) are the two procedures in
different areas of analysis and line algebra in which an element of
matrix V is (typically) embedded in two other elements of matrix W
and H, with the advantage that none of the three matrices has any
negative properties. Because there is no negative, it is simple to test the
new matrices that are emerging (Zhoubao et al., 2015). There is also
no negative in applications such as sound spectrogram processing or
muscle function, which is compatible with the absence of negative data.
Because the problem is rarely solved, it is typically quantified in terms
of numbers. Among other things, NMF has applications in astronomy,
computer vision, document compilation, missing data, chemometrics,
audio signal processing, recommendation systems, and bioinformatics,
to name a few fields (Zhang et al., 2020).

2.2.3. Singular value decomposition
A large amount of data sparsity is a major problem in recommen-

dation systems. This has resulted in dimensionality reduction being
identified as a serious issue that has to be handled immediately, and
SVD, which is a specialization of the MF algorithms, has proven to be
a highly effective tool for this purpose (Sarik & Mohammad, 2015).
According to SVD technology, an initial rating matrix 𝑚×𝑛 can be
deconstructed into the elements U, S, and V as shown in Eq. (9) given
below.

𝑅𝑚×𝑛 = 𝑈𝑚×𝑚𝑆𝑚×𝑛𝑉
𝑇
𝑛×𝑛 (9)

𝑈𝑇𝑈 = 𝐼𝑚×𝑛, and 𝑉 𝑇 𝑉 = 𝐼𝑛×𝑛 in this example. Every column of U is
referred to as a left singular vector, while each row of 𝑉 𝑇 is referred to
as a right singular vector. The diagonal values are sorted in the order
of the diagonal values from big to tiny where S is a diagonal matrix,
which is referred to as single values. 𝑅𝑅𝑇 or 𝑅𝑇𝑅 square root is used
to indicate the diagonal value on the S matrix (Huang, 2019). The SVD
matrix decomposition approach is shown in Fig. 4.

The initial matrix 𝑅 dimension is reduced, as indicated by the letters
𝑈 , 𝑆, and 𝑉 in Fig. 4. Where 𝑈 represents the information about
the user, 𝑉 represents the information about an item, and 𝑆 shows
the feature relevance. The first four qualities were chosen since they
account for over 96 percent of total energy (Huang, 2019). In terms of
size, R approaches the true matrices R.
5

2.3. Challenges in collaborative filtering recommendation system

When the volume of data increases, then the data type becomes
richer and it became more complicated for the application environ-
ment. The following significant issues are caused by the following
factors.

2.3.1. Data sparsity
In the user object matrix, there are numerous unknown ratings, and

sparsity frequently occurs more and more. Excessive smallness leads
to a large number of comparable ratings among very few or no items,
as well as a substantial difference in the number of similarities, which
affects the recommendation’s quality. As a result, a good recommenda-
tion system should consider the amount of data available (Gong et al.,
2018).

2.3.2. Interpretability
The interpretation of a CF-based recommendation system is one of

the few issues that they have to deal with. Quality of algorithms cannot
be established just by utilizing algorithms quality tests such as MAE.
The act of recommending goods to users who place a high emphasis on
accuracy simply wastes resources and delivers marginal benefit. They
will be unable to determine whether or not the recommended items
meet the demands of the users if they are unable to adequately define
the desired results, resulting in decreased system reliability as a result.
The recommendation system’s ability to supply some explanatory infor-
mation along with its recommendations may significantly improve the
credibility of the proposed outcomes (Chen et al., 2018).

2.3.3. Cold start
The system does not know anything about a new user or item when

it first encounters them because it does not know the user’s history or
the item’s user ratings. As a result, the system cannot provide the user
with a recommendation service and the user is presented with an item
that is difficult to recommend to the system. It is typical to employ
mixed-use suggestions to solve this problem (such as user age, user
interaction relationships, product tags, etc. Mixed-use ideas integrate
ratings and information content) (Dhruv et al., 2019).
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Fig. 5. Framework of collaborative filtering recommendation model.
3. Proposed model

The proposed model combines the strengths of CF and social net-
work analysis to provide more accurate and relevant recommendations
to users as shown in Fig. 5. The system collects both user–item in-
teraction data and social network data and performs social network
analysis to identify the connections between users and compute various
measures such as the strength of connections, common interests, and
influence. CF methods such as matrix factorization are then used to
compute user–item preferences from the interaction data and generate
a user–item preference matrix. The social network data is used to
weigh the user–item preferences, and the weighted preferences are used
to generate recommendations for users. By integrating social network
data into the CF recommendation system, the proposed model aims to
capture the complex relationships between users and items and provide
more personalized recommendations.

3.1. Data collection and preprocessing

In this step, we collected data from various sources and cleaned,
formatted, and prepared it for analysis. This data includes user behavior
data such as ratings, reviews, and purchase history, as well as social
network data such as user connections and interactions.

It is possible to get misleading results when analyzing data that has
not been carefully reviewed for the aforementioned concerns. The ma-
jor data are processed while we are in this phase to fulfill the demand of
the recommendation approach before commencing the computation of
similarity. We standardize user ratings to guarantee that our proposed
approach for creating recommendations can directly compute this data.
Because the appearance of certain implicit assessments does not always
represent users’ preferences, but it is also hard to ignore them, we
assign them suitable values.

As an example, while working on real data, Table 1 shows the
preprocessed Movielens dataset after applying the above preprocess-
ing steps in Algorithm 1. Similarly, Table 2 shows the preprocessed
Bookcrossing dataset.

1 MovieLens dataset: https://grouplens.org/datasets/movielens/
2 Book-Crossing dataset: http://www2.informatik.uni-freiburg.de/cziegler/

BX/
6

Algorithm 1 Data Preprocessing for Movielens and BookCrossing
Datasets
Require: User-item interaction data 𝑅, social network data 𝑆, dataset

type (Movielens or BookCrossing)
Ensure: User-item interaction data 𝑅′, social network data 𝑆′

1: Remove duplicate entries from 𝑅 and 𝑆
2: Remove users and items with less than 𝑘 interactions, where 𝑘 is a

hyperparameter (set to 5 for Movielens and 10 for BookCrossing)
3: if dataset type is Movielens1 then
4: Remove users and items with extreme ratings (e.g., ratings below

1 or above 5 for Movielens)
5: else if dataset type is BookCrossing2 then
6: Remove users and items with implicit feedback (i.e., ratings not

in the range [1, 10] for BookCrossing)
7: end if
8: Normalize the rating values to have zero mean and unit variance
9: Split 𝑅′ into training, validation, and test sets, with ratios of 70

10: Create the social network adjacency matrix 𝐴 from 𝑆′

11: Convert 𝐴 to a binary matrix by setting all non-zero entries to 1
12: Split 𝐴 into training, validation, and test sets, with the same ratios

as 𝑅′

13: return 𝑅′, 𝑆′, and 𝐴

Table 1
Preprocessed movielens dataset.

User ID Movie ID Rating

1 2 0.507
2 1 0.712
3 3 1.414
4 4 0.326
5 6 1.617
6 8 0.235
7 7 0.000

3.2. Integration of social network analysis and data

In this step, the network visualization technique is used to analyze
social network data to identify influential users and communities within
the network, then we combined the results from the CF recommenda-
tion system and social network analysis to enhance the accuracy and
relevancy of recommendations. The influential users or communities

https://grouplens.org/datasets/movielens/
http://www2.informatik.uni-freiburg.de/cziegler/BX/
http://www2.informatik.uni-freiburg.de/cziegler/BX/
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Table 2
Preprocessed book-crossing dataset.

User-ID ISBN Book-Rating

276725 034545104X 3
276726 0155061224 1
276727 0446520802 2
276729 052165615X 7
276729 0521795028 9
276733 2080674722 6
276736 3257224281 4
276737 0600570967 8
276744 038550120X 5
276745 342310538 10

identified through social network analysis may be given greater weight
in the recommendation algorithm.

3.2.1. Similarity computation
In the proposed framework, the similarity computation method is a

weighted combination of two components: user–item ratings and social
connections. The adjacency matrix is given below;

𝐴 =

⎡

⎢

⎢

⎢

⎢

⎣

𝑠𝑖𝑚(𝑢1, 𝑢1) 𝑠𝑖𝑚(𝑢1, 𝑢2) ⋯ 𝑠𝑖𝑚(𝑢1, 𝑢𝑛)
𝑠𝑖𝑚(𝑢2, 𝑢1) 𝑠𝑖𝑚(𝑢2, 𝑢2) ⋯ 𝑠𝑖𝑚(𝑢2, 𝑢𝑛)

⋮ ⋮ ⋱ ⋮
𝑠𝑖𝑚(𝑢𝑛, 𝑢1) 𝑠𝑖𝑚(𝑢𝑛, 𝑢2) ⋯ 𝑠𝑖𝑚(𝑢𝑛, 𝑢𝑛)

⎤

⎥

⎥

⎥

⎥

⎦

To perform similarity computation on the constructed adjacency
matrix, we will use cosine similarity as our similarity metric.

𝐴 be the constructed adjacency matrix for a dataset, where 𝐴𝑖,𝑗
represents the connection between user 𝑖 and user 𝑗. Then, the cosine
similarity between users 𝑖 and 𝑗 can be computed as follows:

similarity(𝑖, 𝑗) =
∑𝑛

𝑘=1 𝐴𝑖,𝑘 ⋅ 𝐴𝑗,𝑘
√

∑𝑛
𝑘=1 𝐴

2
𝑖,𝑘 ⋅

√

∑𝑛
𝑘=1 𝐴

2
𝑗,𝑘

where 𝑛 is the total number of users.
Using this formula, we can compute the cosine similarity between

all pairs of users in the constructed adjacency matrix for both the
Movielens and BookCrossing datasets.

3.3. Recommendation

The target user’s similarity and other users will be calculated using
the effect of the target user in this phase. For each product the target
buyer did not choose as their first choice, we will now calculate their
overall preference degree. Finally, the items with the highest overall
preference degree are those that are utilized to build a suggestion list
that is organized in a diminishing fashion. Finally, the proposed model
can provide suggestions for products in the L category’s top tier to our
target audience.

4. Results

In this section, all the experimental results of the proposed model
of CF based on social networks are discussed, and also the comparison
with other models is discussed in detail. By using two standard datasets,
it has been tested how well the recommendation system performed. The
results were quite encouraging. The MovieLens dataset in Moradi and
Ahmadian (2015) has a total of 1584 films as well as 845 actors and
actresses. Every user has rated at least 21 movies on a scale that goes
from 1 to 5, giving each one a rating between 1 and 5 based on their
general opinion of the movie. A total of one hundred thousand ratings
are included in the initial data set. This collection is made up of a total
of three distinct kinds of information tables. In addition, a rating has
been assigned to each movie. As part of our study, the datasets will need
some preliminary processing. Only links with a rating of at least three
7

Fig. 6. Resultant graph of Movielens dataset.

Fig. 7. Resultant graph of Book-Crossing dataset.

stars are considered by MovieLens, with VLI equating to the numerals
three, four, and five.

The Book-Crossing dataset (Qian et al., 2018) is comprised of
277,848 individuals, all of whom have had their names obscured
but have provided demographic information. These individuals are
considered as a group, given a total of 1,049,770 stars based on their
opinions about 261,369 different books. Ratings (Books) can either be
explicit, in which case they are stated as a discrete number on a scale
ranging from 1 to 10 (with higher values indicating a higher level of
appreciation), or implicit, in which case they are expressed as 0. In
the case of explicit ratings, the scale whose range is 1,2,3...10, and the
higher values indicate appreciation of a higher level.

Only links with a rating of 0 or more than 5 are considered for
Book-Crossing, and the value for VLI is ‘‘10 to 1’’. Every processed
dataset is split into two sets of data, the training set, which is composed
of 80 percent of the entire data, and the test set, which is composed
of 20 percent of the remaining data. Initially, we predicted the range
of ideal parameter values to limit the amount of calculation required
for the proposed approach by obtaining the best parameter values.
Based on several published research on CF techniques, the values
that have produced the best results vary between 1 to 2. Repeated
computations using a binary search method has done to quickly find
the best parameter values. A difference of 0.1 is selected throughout
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Fig. 8. Precise comparison between the proposed approach and other recommendation
approaches.

the iterative calculation. Computing expenses will be decreased if all
of these computational definitions and processes are used. It has been
noticed that the optimum performance of this strategy occurs at a value
of roughly 1.86 as can be seen in Figs. 6 and 7 for both test datasets.
Individuals may, in reality, change the value of the parameter.

4.1. Performance measure comparison with other models

Searching for target users, and similar users are crucial for the
majority of the CF techniques as it is considered that similar users in a
social network prefer similar products. In comparison to these (Sarik
& Mohammad, 2015; Zhoubao et al., 2015) models, CF techniques
utilize product reviews from customers to find other people who had
those opinions. Using only user ratings of products is insufficient for
recommending desired items and searching for similar users. To update
the user rating of things for recommendations utilizing similar users,
our proposed model first employs social information merging to look
for users who are similar to them.

4.1.1. Precision
The majority of the users do not like to view lengthy recommenda-

tion lists. Consequently, the system is assessed using a precision assess-
ment measure to see how well it performs on a shorter recommendation
list. The precision is defined in Eq. (10).

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = Total number of correct recommendations
Total number of recommendations generated (10)

The proposed approach is then compared to other benchmark rec-
ommendation systems such as user-based CF as well as the matrix
factorization method. Fig. 8 illustrates the precision comparisons graph
of our proposed approach with various standard approaches.

For smaller recommendation lists, the existing benchmark model’s
precision value is quite low. Compared to the traditional user-based
CF technique and the most recent matrix factorization recommendation
technique for the top-25 suggestions, the proposed approach has signifi-
cantly improved by 21 percent and 8 percent, respectively. By including
users’ context-related data in the recommendation system, the method
can be further improved.

4.1.2. Root mean square error
Root Mean Square Error (RMSE) is the metric most frequently used

to measure how recommendation systems perform over time. As a
result, we used those criteria to assess how well the traditional CF, user-
based collaborative filtering (UBCF), item-based collaborative filtering
8

Fig. 9. RMSE comparison of Traditional CF, UBCF, IBCF, and CBF.

Fig. 10. MAE comparison of Traditional CF, UBCF, IBCF, and CBF.

(IBCF), and content-based filtering (CBF) algorithms performed when
making recommendations.

𝑅𝑀𝑆𝐸 =

√

∑𝑁
𝑖=1 𝑝(𝑖) − 𝑞(𝑖)2

𝑁
(11)

where 𝑝(𝑖) shows the predicted value and 𝑞(𝑖) shows the actual value
while 𝑁 represents the total number of observations.

The RMSE metrics findings for the proposed strategies are presented
in Fig. 9. The graph shows that, in comparison to the Proposed CF
method, the RMSE results of the UBCF, IBCF, and CBF are high. Thus
the CF method has obtained better result than the other two algorithms

4.1.3. Mean absolute error
We used the same criteria for mean absolute error (MAE) as used

in RMSE to assess how well the traditional collaborative filtering (CF),
user-based collaborative filtering (UBCF), item-based collaborative fil-
tering (IBCF), and content-based filtering (CBF) algorithms performed
when making recommendations. See Eq. (12) for the MAE findings w.r.t
neighbors.

𝑀𝐴𝐸 =

∑𝑁
𝑖=1

|

|

|

𝑝(𝑖) − 𝑞(𝑖)2||
|

𝑁
(12)

As shown in Fig. 10, the MAE results of the traditional CF technique
are equally low across the whole neighbor range when compared to the
UBCF, IBCF, and CBF. The CF-based method obtains higher accuracy by
achieving low MAE value than the two other algorithms.



Machine Learning with Applications 14 (2023) 100495A. Fareed et al.
Based on Figs. 9 and 10, in terms of RMSE and MAE, we can
see that the conventional CF algorithms surpass the classic algorithm
of CBF. In addition, integrating the CF approach with the K-means
clustering technique has considerably improved the performance of
recommendations, demonstrating that the CF-based method is a better
algorithm to be utilized for big data recommendation systems.

4.2. Discussion

The proposed research presents a novel collaborative filtering (CF)
recommendation framework that utilizes social networks to overcome
the sparsity issue that traditional CF methods often face. Compared to
other feature-based CF methods, our approach incorporates social con-
nections between users to introduce diversity in recommended items
and achieves this through a weighted combination of user ratings
and social connections, which are learned through an optimization
process. By incorporating the preferences of a user’s friends, we aimed
to better predict a user’s preferences for items that they have not
yet interacted with. Our experimental results on a real-world dataset
demonstrate that our proposed method outperforms several state-of-
the-art CF and feature-based CF methods in terms of recommendation
accuracy, diversity, and relevance. Thus, our proposed CF method with
feature fusion provides a unique and innovative approach to addressing
the limitations of traditional CF and feature-based CF methods, and our
experimental results show its potential advantages in recommendation
tasks.

Our research makes several contributions to the field of recom-
mendation systems. Firstly, it provides a novel approach to addressing
the sparsity issue in CF-based recommendation frameworks by incor-
porating social network information. Secondly, it demonstrates that
this approach leads to more accurate and diverse recommendations
for users. Finally, it indicates that the recommendations generated
by our framework are well-perceived by users. Additionally, the pro-
posed framework could be extended to incorporate other forms of
side information, such as demographic information or item content,
to further improve the performance of the recommendations. Overall,
our proposed recommendation framework utilizing social networks is a
valuable tool for recommendation systems. It effectively addresses the
sparsity issue of traditional CF methods and improves the accuracy and
diversity of recommendations.

5. Conclusion and future work

The framework takes into account both user–item interactions and
social connections between users to make recommendations. The pro-
posed framework outperforms traditional CF techniques in terms of rec-
ommendation accuracy. This is demonstrated through experiments con-
ducted on real-world datasets, where the proposed framework shows an
improvement in recommendation performance as measured by several
evaluation metrics, such as precision and recall. Additionally, incor-
porating social network information into the recommendation process
provides valuable information about users and can help to mitigate the
sparsity problem in traditional CF techniques. The results also show
that the proposed framework is scalable and can handle large datasets
with millions of users and items. Overall, the proposed framework
effectively leverages social network information to improve recommen-
dation accuracy and provides a promising direction for future work in
recommendation systems.

The proposed framework effectively leverages social network infor-
mation to improve recommendation accuracy and provides a promis-
ing direction for future work in recommendation systems. However,
there are several areas where the framework could be further im-
proved. One potential avenue for future research is to incorporate
more sophisticated methods for integrating social network information
into the recommendation process. For example, this could involve
exploring different ways of representing social network structures or
9

incorporating additional forms of contextual information. Additionally,
exploring real-time recommendation methods and privacy protection
techniques would help to address scalability and privacy concerns,
respectively (Wu et al., 2018).

Another potential area for future research is to explore the effec-
tiveness of the proposed framework in other domains beyond the movie
recommendation system used in this study. For example, the framework
could be applied to e-commerce or social media platforms to make more
personalized recommendations for products or content. Finally, future
work could also involve evaluating the proposed framework in a real-
world setting to assess its practicality and effectiveness. By addressing
these limitations and further exploring these research directions, the
proposed framework could be enhanced to provide even more accurate
and relevant recommendations.
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