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Abstract— Outlier detection is a vital preprocessing step 

in data mining and it holds a great importance for Machine 

Learning (ML) algorithms. If a ML model is learned 

without removing the outliers from the data, the outliers 

present in the data can influence the prediction accuracy of 

a ML model and the outcome of such a model can be 

misleading. Keeping in view the importance of outliers 

detection, this paper proposes an unsupervised outlier 

detection mechanism. The proposed outlier detection 

mechanism is based on the Joint Probability Density 

Estimation (JPDE) with an integration of a Distance 

Measure (DM). The proposed approach has an advantage 

of utilizing only a single dimensional distance vector to 

compute the outliers in a dataset. This enables the proposed 

algorithm to find the outliers from a high dimensional 

dataset with low computational complexity. Furthermore, 

three different approaches based on JPDE-DM are 

proposed and evaluated using some complex benchmark 

synthetic datasets. 

Keywords—Anomaly detection, Data mining, Joint 

Probability Density Estimation, Outlier detection, 

Unsupervised learning. 

I. INTRODUCTION 

Outliers are data points that have characteristics that 

differ from the rest of the data. Due to the fact that the 

outliers can sometimes provide critical insights regarding 

the data and also the fact that their existence can degrade 

the prediction accuracy of Machine Learning (ML) 

models, the outlier detection techniques are widely being 

used in different application domains [1]–[4]. 

A straightforward approach to develop an outlier 

detection technique is to create a model for all the data 

and to distinguish the outliers from the inliers based on 

deviation from the normal profiles. The already 

developed methods can be broadly classified as: (i) 

statistical approaches [5], [6], (ii) clustering approaches 

[7] (iii) regression approaches [8] (iv) information 

theoretic approaches [9], [10], (v) proximity based 

approaches [11], and (vi) ensemble approaches [12], 

among others. However, the selection of appropriate 

outlier detection method is difficult due to the unknown 

data distribution in real scenarios. Although, the non-

parametric techniques are able to perform well without a 

priori knowledge regarding the data distribution but these 

techniques require a lot of data and resources.  

Proximity based outlier detection methods do not 

require any training or any assumptions regarding the 

data. However, with increasing data dimensions the 

effectiveness of these methods is decreased. In order to 

solve the aforementioned issues, this paper proposes an 

unsupervised outlier detection method. The proposed 

method is based on the proximity based statistical outlier 

detection concept, where the problem of high data 

dimensionality is resolved by converting the data into a 

single dimension distance vector. The Joint Probability 

Density Estimation (JPDE) of the distance vector is 

computed and some novel parameters for the estimation 

of outliers in a dataset are proposed.  

Three different approaches are proposed to identify 

the outliers and the proposed approaches are evaluated 

using some complex synthetic benchmark datasets. The 

datasets used for evaluation are contaminated with 

different noise distributions to create a complex structure 

of the data. The proposed approaches are found effective 

to identify the outliers in an unsupervised manner. 

The rest of the article is organized as: Section II 

(Proposed Approaches), Section III (Results and 

Discussion) and Section (IV) Conclusion. 

II. PROPOSED METHODOLOGY 

The proposed outlier detection method computes a 

single dimensional distance vector ��  from the actual 

multi-dimensional data. The distance vector is a one-

dimensional vector containing the distance between each 

observation and its nearest ��� neighbor. The 

transformation of multi-dimensional data in a single 

dimensional distance vector is represented as: 

��: ℝ	 → ℝ    (1) 

The computed distance vector �� is used to estimate the 

joint distribution function's parameters which are further 

utilized to detect the outliers. Three different 

unsupervised statistical outlier detection approaches are 

presented here which are as follows: 

Approach 1: 

The real valued random variables with unknown 

distributions are often estimated by a Normal distribution 

[13], [14] and an independent and identically normal 

distributed function's joint probability density is given as: 

��
�, … , 
	� = �
��√���� �∑ ���� !"#!$ %��!&�  (2) 

where, ' represents the random variable’s  mean, N is 

dimension size of the data and ( is the standard 

deviation. In the proposed approach ( is modeled 

differently based on the distance vector ��. Assume that )�
, *� is a two-dimensional dataset, the outliers in this 
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data can be identified by defining a normal distribution-

based separation threshold +, such that: 

,- = ∑ ��
. , *.�/.0� ,+ = 1 23
�-�.    (3) 

where, Z represents the joint probability distribution 

function, 5 represents the total number of observations, 1 is the significance value, which may be used to regulate 

the percentage of data that should be discarded as outliers 

and ��
, *� is defined as: 

��
, *� = �
��67 ��8� " !��9�:":!��

�;� <; > = 1,2, … , 5. ; A =
0,1,2.   (4) 

where, C is computed as: 

C = DE3GH .   (5) 

where, E3GH is the third quartile of the distance vector ��  and D is a user defined constant value. The points 

under the defined threshold + in (3) are marked as 

outliers and the points those lie above the defined + are 

considered the normal data points.  

Approach 2: 

To further weaken the position of outliers in the form of 

amplitude and support of the function, a better function ��
, *� can be constructed wherein it is easy to detect the 

outliers. As a result, a new method is developed to detect 

outliers using the same threshold as used before in (3), 

by using the following function: 

��
, *� = 6�
� ��8� " !��9�:":!��

;� <; > = 1,2, … , I. (6) 

where, C is computed as: 

C = J
��KGH��   (7) 

where, L is a user-controlled constant that adjusts the 

gaussian distribution's smoothness. The notion is 

illustrated in Fig 1, where (a) depicts the standard 

gaussian approach's impact on compression and (b) 

demonstrates how suggested approach 2 affects 

compression. 

The two approaches defined above are based on a 

single distribution and are expected to perform well on 

the datasets for which a single gaussian distribution may 

be estimated. However, if a dataset can be approximated 

well by using multiple gaussian distribution, the above 

defined approaches will fail to detect the outliers. 

Therefore, a better idea for such datasets is to utilize a 

model based on multiple gaussian distribution. A useful 

concept using multiple gaussian distribution is given 

below: 

Approach 3: 

Outliers are the points that fall on the extreme tails of 

the distribution, as shown in Fig. 2 (a), in cases when a 

single gaussian distribution may be used to approximate 

a dataset. However, if a finer approximation of a dataset 

is possible using multiple gaussian distribution, the 

outlier points located at the intersection of two gaussians 

are missed out if the same phenomenon of outlier 

detection is used as used in a single distribution scenario. 

Therefore, in order to detect the outliers for multiple 

gaussian distribution, a Rejection Area (RA) is required 

to incorporate the intersection to different gaussians. This 

will detect the outliers located at the extreme tails and the 

intersection of different gaussians both. The RA for 

multiple gaussian distribution is computed and defined 

as:  

,MN = O
⃗: ��
⃗� ≤ RST,��
 ∈ MN� = V.   (8) 

where, V is the significance level and the RA is the area 

that lies below a critical value RS which is a threshold to 

detect the outliers. The same concept of outlier detection 

using multiple gaussians is explained in Fig 2 (b), where RS marks the threshold below which the points are 

classified as outliers, and a single dimensional data is 

calculated using two gaussians. 

The sorted values of the vector ��can be used to 

identify the optimum number of gaussians that best 

approximate the joint probability distribution for a 

particular dataset. For example, the graph of sorted 

                    (a)                                           (b)        

Fig 1. (a) Compression effect of the conventional gaussian method. (b) Compression in the x and y axes as a result of proposed approach 2. 
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values of the vector ��is given in Fig 3, and the optimal 

value of number of gaussians may be determined by 

choosing the value where the curve takes off sharply.  

Each calculated gaussian refers to a region, and the mean 

and variance values for each gaussian within a region 

may be calculated as follows: 

'. = ∑ W!!∈XY/! , Z = 1, 2, … . , 2 

 (9) 

[3\�
� = ∑ �W!�]!��!∈XY/!�� , Z = 1, 2, . . . , 2  (10) 

where M^ is the Z�� region, the number of gaussians 

estimated is given by 2, and 5. is the number of data 

points in a region, respectively. The estimation of 

combined multiple gaussians is done as: 


~ ∑ 1.I�'. , R.�.̀0�    (11) 

where, 

1. = abcG�d!�
	  and ∑ 1. = 1.  (12) 

To find the regions, lets create an application ef that 

sorts each given sequence g. , > = 1, … . , I in the order ghi��� ≤ ghi��� ≤ ⋯ ≤ ghi�	�. The sorted data may be 

written as k⃗hi�.�,  for each given data k⃗, and suppose that 

∆kmmmmm⃗ hi�.� denotes the difference between two successive 

entries of k⃗hi�.�. Similarly, ∆kmmmmm⃗ h∆n�hi�.�� may be used to 

indicate the sorted difference. To create the regions, the 

entries are successively grouped together until ∆kh∆n�hi�.�� ≤ ∆kmmmmm⃗ h∆n�hi�	�`K���; Once the stated 

condition is no longer true, begin grouping the rest of 

entries into new regions until all of the entries have been 

allocated to one. 

In order to make the proposed approach computationally 

efficient, the given sequence g. is taken as the distance 

vector op rather than the actual data. Since only a 1-

dimensional distance vector is used instead of all the 

dimensions in the real data, the computational cost is 

reduced. As an example, the estimation of multiple 

gaussians using the proposed approach is demonstrated 

in Fig. 4, where the ground truth data (red color) is 

estimated by the proposed model (blue color) with two 

gaussians. 

 

 
Fig. 4: Estimation using the proposed approach 3 with two gaussians. 

Pseudocode for Approach 3: 

Input: Data ) ∈ ℝ	, �, V. 

Step 1: Compute the distance vector ��: ℝ	 → ℝ by 

considering � number of neighbors. 

Step 2: Sort �� and estimate the optimum number of gaussians qr by considering a sharp rise in ��. 
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Fig 3. The sorted values of the vector op are shown. 
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Fig 2. A Gaussian estimate example with crucial value labeling for outlier identification. (a) Outliers are points that fall outside of the red borders. (b) 

Outliers are defined as points below the crucial value. 
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Step 3: Compute the difference vector ∇�� of �� which 

contains the differences of two consecutive elements of the 

sorted ��. 

Step 4: Define the regions sequentially using ∇�� by grouping 

the elements until ∇���>� ≤ ∇���I � 2 � 1�, where 2 is the 

number of elements in a region. Once the stated condition is no 

longer true, begin grouping the rest of entries into new regions 

until all of the entries have been allocated to one. 

Step 5: Compute the combined probability density estimation 

of regions found in Step 4 using qr. 

Step 6: Compute the Critical Value RS = V � 23
 �����. 

Step 7: Mark points below RS as outliers. 

III. RESULTS AND DISCUSSION  

The performance evaluation of the proposed JPDE-

DM approaches is done using some complex synthetic 

benchmark datasets. The datasets used for evaluation are 

heavily contaminated with different noise distributions 

which makes it difficult for the outlier detection methods 

to differentiate between the inliers and the outliers. The 

proposed approaches are able to identify both, the single 

outlying data points as well as outlying noisy clusters. 

The Receiver Operating Characteristics (ROC) are a 

performance statistic that is calculated as the Area Under 

Curve (AUC) to evaluate the performance of proposed 

approaches [15]. The datasets used for evaluation with 

their ground truth values can be visually seen in Fig. 5. 

The computed ROC-AUC values using the three 

different approaches to detect the outliers from these 

datasets are given in Table I. The visual outlier detection 

results for the proposed approaches reported in Table I 

are given in Fig 6, Fig 7 and Fig 8 for approach 1 (dataset 

1), approach 2 (dataset 2) and approach 3 (dataset 3), 

respectively. 

 

Fig. 5: Synthetic datasets and ground truth values used for evaluation. (a) Dataset 1, (b) Dataset 2 and (c) Dataset 3. 

TABLE I 
AUC VALUES USING DIFFERENT PARAMETERS FOR ALL THE PROPOSED APPROACHES 

 Approach 1 

Dataset 1 = 0.1 , D = 3 , � =  1, A = 1 1 = 0.3 , D = 3 , � =  1, A = 1 

1 0.6439 0.9332 

2 0.7971 0.9528 
3 0.7341 0.9829 

 Approach 2 

Dataset 1 = 0.1 , L = 2 , � =  1 1 = 0.25 , L = 5 , � =  1 

1 0.8181 0.9323 

2 0.9191 0.9456 

3 0.9122 0.9711 

 Approach 3 

Dataset 1 = 0.4  , � = 18, � = 6 1 = 0.4 , � = 18, � = 10 

1 0.8616 0.8686 

2 0.9287 0.9305 

3 0.9635 0.9623 
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Fig. 6: Outlier detection results for dataset 1 using approach 1. (a) joint PDF estimation. (b) Results using 1 = 0.1 , D = 3 , � =  1, A = 1 (c) 

Results using 1 = 0.3 , D = 3 , � =  1, A = 1 . 

 

Fig. 7: Outlier detection results for dataset 2 using approach 2. (a) joint PDF estimation. (b) Results using 1 = 0.1 , L = 2 , � =  1 (c) Results 

using 1 = 0.01 , L = 5 , � =  1. 

 

Fig. 8: Outlier detection results for dataset 3 using approach 3. (a)  Multiple gaussian estimation with � = 6, 1 = 0.4, � = 15. (b) Results for 

parameters given in (a), (c) Multiple gaussian estimation with � = 10, 1 = 0.4, � = 15. (d) Results for parameters given in (c). 

TABLE II 
COMPARISON BASED ON AUC WITH EXISTING STATE-OF-THE-ART APPROACHES 

 State-of -the-Art Proposed 

Dataset KNN ABOD FastABOD COF LOF Approach 

1 

Approach 2 Approach 3 

1 0.6222 0.7692 0.7431 0.9081 0.9240 0.9655 0.9524 0.9574 

2 0.7281 0.8903 0.8951 0.8839 0.9435 0.9025 0.9030 0.9520 

3 0.5527 0.8526 0.8368 0.9047 0.9527 0.9829 0.9779 0.9799 
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The best results achieved using the three proposed 

approaches are compared with some of the existing state-

of-the-art methods and the results are reported in Table 

II. The methods used for comparison include kNN [16], 

Local Outlier Factor (LOF) [17], Connectivity based 

Outlier Factor (COF) [18] Angle-Based Outlier 

Detection (ABOD) and Fast Angle-Based Outlier 

Detection (FastABOD) [19]. It can be seen from the 

comparison given in Table II that the proposed 

approaches have performed better than the existing 

approaches to identify outliers with different 

distributions. A more comprehensive performance 

analysis of the unsupervised outlier detection schemes is 

provided in [20]. 

IV. CONCLUSION 

Three different unsupervised outlier detection 

approaches based on the JPDE using a distance vector are 

proposed in this paper. For the first two approaches, the 

distance vector is used to estimate the parameters of the 

JPDE function. Whereas, for the third approach the 

distance vector itself is utilized to identify the outliers 

from the underlying data. The three proposed 

unsupervised outlier detection approaches are found 

efficient in detecting both, the single outlying data points 

as well as outlying noisy clusters. The usefulness of the 

proposed approaches is demonstrated by evaluating 

some complex synthetic benchmark datasets and the 

results are compared with some existing state-of-the-art 

approaches. The proposed approaches are found better in 

terms of the AUC values which is a benchmark 

evaluation metric for outlier detection algorithms. The 

future work includes the expansion of the proposed 

algorithm to higher dimensional datasets and to the test 

the performance of proposed approaches on some real 

datasets. 
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